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#### Abstract

This paper is devoted to deriving some inequalities, among them the inequality of the arithmetic and geometric means, triangle inequality, Minkowski's inequality, etc., from Jensen's inequality applied for some convex functions. Additional properties of convex functions are also considered.
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## 1 Introduction. Preliminaries

Definition 1 A numerical function $f: X \rightarrow \mathbb{R}$ defined on a convex nonempty set $X \subset$ $\mathbb{R}^{n}$ is said to be convex if for every $\mathbf{x}_{1}, \mathbf{x}_{2} \in X, \quad t \in[0,1]$ we have that

$$
\begin{equation*}
f\left(t \mathbf{x}_{1}+(1-t) \mathbf{x}_{2}\right) \leq t f\left(\mathbf{x}_{1}\right)+(1-t) f\left(\mathbf{x}_{2}\right), \tag{1.1}
\end{equation*}
$$

and it is said to be strictly convex if for every $\mathbf{x}_{1}, \mathbf{x}_{2} \in X, \quad \mathbf{x}_{1} \neq \mathbf{x}_{2}, \quad 0<t<1$ we have that

$$
\begin{equation*}
f\left(t \mathbf{x}_{1}+(1-t) \mathbf{x}_{2}\right)<t f\left(\mathbf{x}_{1}\right)+(1-t) f\left(\mathbf{x}_{2}\right) . \tag{1.2}
\end{equation*}
$$

Obviously, each strictly convex function is convex.
If we take " $\geq$ " instead " $\leq$ " in (1.1) and " $>$ " instead " $<$ " in (1.2), we obtain definitions of concave and strictly concave function, respectively.

Theorem 1 Let $f$ be a numerical differentiable function on an open convex set $X \subset \mathbb{R}^{n}$. $A$ necessary and sufficient condition that $f$ be convex is that for each $\mathbf{x}_{1}, \mathbf{x}_{2} \in X$,

$$
\left\langle f^{\prime}\left(\mathbf{x}_{2}\right)-f^{\prime}\left(\mathbf{x}_{1}\right), \mathbf{x}_{2}-\mathbf{x}_{1}\right\rangle \geq 0 .
$$

Theorem 2 Let $f$ be a numerical twice-differentiable function on an open convex set $X \subset \mathbb{R}^{n} . f$ is convex on $X$ if and only if $f^{\prime \prime}(\mathbf{x})$ is positive semidefinite on $X$, that is, for each $\mathbf{x} \in X$,

$$
\left\langle\mathbf{y}, f^{\prime \prime}(\mathbf{x}) \mathbf{y}\right\rangle \geq 0
$$

for all $\mathbf{y} \in \mathbb{R}^{n}$.
If $f$ is a function in one variable then the following (more specific) propositions hold.
Proposition 1 ([2, pp. 133-135], [8, p. 45]) A real-valued function $f:(a, b) \rightarrow \mathbb{R}$ is convex on ( $a, b$ ) if and only if the "slope" function (the difference quotient)

$$
\Delta_{x_{0}}(x) \stackrel{\text { def }}{=} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}, x \in(a, b) \backslash\left\{x_{0}\right\}
$$

is monotone nondecreasing in $(a, b) \backslash\left\{x_{0}\right\}$ for an arbitrary $x_{0} \in(a, b)$ and for all choices of $x$ not equal to $x_{0}$.

Similarly, strict convexity is characterized by strict increasing "slope" function $\Delta_{x_{0}}(x)$ of $x \in(a, b) \backslash\left\{x_{0}\right\}$.

Proposition 2 Let $f:(a, b) \rightarrow \mathbb{R}$ and $f^{\prime}(x)$ exists for any $x \in(a, b) . f$ is convex (strictly convex) in ( $a, b$ ) if and only if $f^{\prime}$ is monotone nondecreasing (monotone increasing) in $(a, b)$.

Proposition 3 Let $f:(a, b) \rightarrow \mathbb{R}$ and $f^{\prime \prime}(x)$ exists for any $x \in(a, b)$. Necessary and sufficient condition for $f(x)$ to be convex (strictly convex) in $(a, b)$ is $f^{\prime \prime}(x) \geq 0\left(f^{\prime \prime}(x)>0\right)$ for any $x$ in $(a, b)$.

Theorem 3 (Jensen's inequality 1906, Johann Ludwig Jensen 1859-1925, [9])
Let $f$ be a real-valued function defined on a convex subset $D$ of $\mathbb{R}^{n}$, and let $\lambda_{1} x_{1}+\ldots+\lambda_{n} x_{n}$ be a convex combination of points $x_{1}, \ldots, x_{n}$ in $D$, that is, $\lambda_{i} \geq 0, i=1, \ldots, n$ and $\lambda_{1}+\ldots+\lambda_{n}=1$. Then $f$ is convex if and only if

$$
f\left(\lambda_{1} x_{1}+\ldots+\lambda_{n} x_{n}\right) \leq \lambda_{1} f\left(x_{1}\right)+\ldots+\lambda_{n} f\left(x_{n}\right) .
$$

Proof. Without loss of generality let $\lambda_{i}>0$, otherwise the number of terms in the sum is less than $m$.

Necessity. (By induction) Let $f$ be convex. If $m=2$ then $f$ is convex by definition.
Let the inequality be satisfied for $m=k-1$. Verify it for $m=k$. Consider the point

$$
\mathbf{x}=\sum_{i=1}^{k} \lambda_{i} \mathbf{x}_{i} \quad \text { where } \quad \mathbf{x}_{i} \in X, \lambda_{i}>0, i=1, \ldots, k, \sum_{i=1}^{k} \lambda_{i}=1 .
$$

Then

$$
f\left(\lambda_{1} \mathbf{x}_{1}+\sum_{i=2}^{k} \lambda_{i} \mathbf{x}_{i}\right)=f\left(\lambda_{1} \mathbf{x}_{1}+\lambda \sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda} \mathbf{x}_{i}\right)
$$

where $\lambda=\sum_{i=2}^{k} \lambda_{i}$. Since $\frac{\lambda_{i}}{\lambda}>0, \sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda}=\frac{1}{\lambda} \sum_{i=2}^{k} \lambda_{i}=1, \mathbf{x}_{i} \in X$ and $X$ is a convex set, then

$$
\mathbf{y} \stackrel{\text { def }}{=} \sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda} \mathbf{x}_{i} \in X .
$$

Because $f$ is convex and $\mathbf{x}_{1}, \mathbf{y} \in X, \lambda_{1}+\lambda=1, \lambda_{1}, \lambda \in[0,1]$, then

$$
f(\mathbf{x})=f\left(\lambda_{1} \mathbf{x}_{1}+\lambda \mathbf{y}\right) \leq \lambda_{1} f\left(\mathbf{x}_{1}\right)+\lambda f(\mathbf{y}) .
$$

On the other hand,

$$
f(\mathbf{y}) \equiv f\left(\sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda} \mathbf{x}_{i}\right) \leq \sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda} f\left(\mathbf{x}_{i}\right)
$$

according to the inductive hypothesis. From both inequalities it follows that

$$
\begin{aligned}
& f\left(\sum_{i=1}^{k} \lambda_{i} \mathbf{x}_{i}\right) \equiv f\left(\lambda_{1} \mathbf{x}_{1}+\lambda \sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda} \mathbf{x}_{i}\right) \equiv f\left(\lambda_{1} \mathbf{x}_{1}+\lambda \mathbf{y}\right) \leq \\
\leq & \lambda_{1} f\left(\mathbf{x}_{1}\right)+\lambda \sum_{i=2}^{k} \frac{\lambda_{i}}{\lambda} f\left(\mathbf{x}_{i}\right)=\lambda_{1} f\left(\mathbf{x}_{1}\right)+\sum_{i=2}^{k} \lambda_{i} f\left(\mathbf{x}_{i}\right)=\sum_{i=1}^{k} \lambda_{i} f\left(\mathbf{x}_{i}\right) .
\end{aligned}
$$

Alternative proof of "necessity" part of Theorem 3.
As above, without loss of generality let $\lambda_{i}>0, i=1, \ldots, m$. If $\mathbf{x}_{i} \notin \operatorname{dom} f, i=1, \ldots, m$ then $f\left(\mathbf{x}_{i}\right)=+\infty, \lambda_{i} f\left(\mathbf{x}_{i}\right)=+\infty$ and Jensen's inequality is trivially satisfied, where dom $f$ is the effective domain of $f$.

Otherwise, let $\mathbf{x}_{i} \in \operatorname{dom} f, i=1, \ldots, m$. Since the epigraph epi $f$ is a convex set ( $f$ is convex) then ( $\left.\mathbf{x}_{i}, f\left(\mathbf{x}_{i}\right)\right) \in$ epi $f, i=1, \ldots, m$ imply

$$
\left(\lambda_{1} \mathbf{x}_{1}+\ldots+\lambda_{m} \mathbf{x}_{m}, \lambda_{1} f\left(\mathbf{x}_{1}\right)+\ldots+\lambda_{m} f\left(\mathbf{x}_{m}\right)\right) \in \operatorname{epi} f
$$

according to a property of the epigraph epi $f$. Therefore

$$
f\left(\lambda_{1} \mathbf{x}_{1}+\ldots+\lambda_{m} \mathbf{x}_{m}\right) \leq \lambda_{1} f\left(\mathbf{x}_{1}\right)+\ldots+\lambda_{m} f\left(\mathbf{x}_{m}\right)
$$

by definition of epi $f$.
Sufficiency. Let Jensen's inequality be satisfied for $f$ with arbitrary $m$. Then this inequality with $m=2$ implies convexity of $f$.

Definition 2 ( $[6]$, p. 205) Let $\delta$ be a positive integer. A real-valued function $f$ defined on a convex cone $C$ with vertex at $\theta$ is said to be homogeneous of degree $\delta$ if $f(\lambda x)=\lambda^{\delta} f(x)$ for any $x \in C$ and any $\lambda \geq 0$.

Theorem 4 ([6], p. 205) Suppose that $f$ is a convex function defined on a convex cone $C$ with vertex at $\theta$ and that $f(x)>0$ for all $x \neq \theta$ in $C$. If $f$ is homogeneous of degree $\delta$ then the function $g$ defined on $C$ by $g(x) \equiv[f(x)]^{\frac{1}{\delta}}$ is convex on $C$.

## Examples.

1. Affine (linear) function $l(\mathbf{x})=\langle\mathbf{c}, \mathbf{x}\rangle+a, \mathbf{c}, \mathbf{x} \in \mathbb{R}^{n}, a \in \mathbb{R}$, where $\langle\mathbf{x}, \mathbf{y}\rangle$ denotes the scalar (inner) product of $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$, is both convex and concave.
2. Quadratic function $f(x)=x^{2}, x \in \mathbb{R}$ is strictly convex according to Proposition 3 .
3. $f(x)=|x|, x \in \mathbb{R}$ is a convex function.
4. $f(x)=x^{p}, p>1, x \in(0, \infty)$ is strictly convex according to Proposition 3.
5. $f(x)=\ln x, x \in(0, \infty)$ is strictly concave on $(0, \infty)$ according to Proposition 3 .
6. $f(x)=\ln \sin x$ is strictly concave on $(0, \pi)$ according to Proposition 3.
7. $f(x)=\ln \sin x-\ln x$ is strictly concave for $x \in(0, \pi)$ according to Proposition 3 .

## 2 Applications of Jensen's Inequality

## 1. Weighted (Generalized) Arithmetic-Geometric Mean Inequality

Prove the inequality

$$
\begin{equation*}
x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \ldots x_{n}^{\alpha^{n}} \leq \alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n}, \tag{2.1}
\end{equation*}
$$

where $x_{i} \geq 0, \alpha_{i} \geq 0, i=1, \ldots, n, \sum_{i=1}^{n} \alpha_{i}=1$.
Using Jensen's inequality with the (strictly) convex function $f(x)=-\ln x, x \in(0, \infty)$ (Example 5) we obtain

$$
\begin{aligned}
-\ln \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right) \leq & \sum_{i=1}^{n} \alpha_{i}\left(-\ln x_{i}\right), \alpha_{i} \geq 0, i=1, \ldots, n, \sum_{i=1}^{n} \alpha_{i}=1, \\
& \sum_{i=1}^{n} \alpha_{i} \ln x_{i} \leq \ln \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right), \\
& \sum_{i=1}^{n} \ln x_{i}^{\alpha_{i}} \leq \ln \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right), \\
& \ln \left(\prod_{i=1}^{n} x_{i}^{\alpha_{i}}\right) \leq \ln \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right) .
\end{aligned}
$$

Since $\ln x$ is an increasing function with $x>0($ and $e>1)$ then

$$
\prod_{i=1}^{n} x_{i}^{\alpha_{i}} \leq \sum_{i=1}^{n} \alpha_{i} x_{i}
$$

for $x_{i} \geq 0, \alpha_{i} \geq 0, i=1, \ldots, n, \sum_{i=1}^{n} \alpha_{i}=1$.
Equality holds if and only if $x_{1}=x_{2}=\ldots=x_{n}$.
When $\alpha_{i}=\frac{1}{n}, i=1, \ldots, n$ (these $\alpha_{i}$ 's satisfy the requirements) we obtain the traditional arithmetic-geometric mean inequality

$$
\left(\prod_{i=1}^{n} x_{i}\right)^{\frac{1}{n}} \leq \frac{1}{n} \sum_{i=1}^{n} x_{i}, \quad x_{i} \geq 0, i=1, \ldots, n .
$$

## 2. (Weighted) Triangle Inequality

Prove the inequality

$$
\begin{equation*}
\left|\sum_{i=1}^{n} \alpha_{i} x_{i}\right| \leq \sum_{i=1}^{n} \alpha_{i}\left|x_{i}\right|, \quad \alpha_{i} \geq 0, i=i, \ldots, n, \sum_{i=1}^{n} \alpha_{i}=1, \tag{2.2}
\end{equation*}
$$

Application of Jensen's inequality to the convex function $f(x)=|x|, x \in \mathbb{R}$ (Example $3)$ leads to (2.2), the weighted triangle inequality with weights $\alpha_{i}, i=1, \ldots, n$.

When $\alpha_{i}=\frac{1}{n}, i=1, \ldots, n$, we have

$$
\left|\sum_{i=1}^{n} x_{i}\right| \leq \sum_{i=1}^{n}\left|x_{i}\right|
$$

the triangle inequality.
When $n=2$ we have the traditional triangle inequality for two elements.
3. Prove that the following inequality holds

$$
\begin{equation*}
\sqrt[n]{\sin x_{1} \sin x_{2} \ldots \sin x_{n}} \leq \sin \frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \tag{2.3}
\end{equation*}
$$

where $n$ is a positive integer, and $x_{1}, x_{2}, \ldots, x_{n}$ are in $\left(0, \frac{\pi}{2}\right)$.
Proof. Application of Jensen's inequality to the strictly convex function $f(x)=$ $-\ln \sin x$ over the interval ( $0, \frac{\pi}{2}$ ) (Example 6) leads to the inequality (2.3).

Remark 1. Condition $x_{i} \in\left(0, \frac{\pi}{2}\right), i=1, \ldots, n$ guarantees that $\sin x_{i} \geq 0, i=1, \ldots, n$ and nonnegativity of the radicand in the inequality (2.3).
4. Prove the inequality

$$
\begin{equation*}
\frac{\frac{1}{n} \sum_{i=1}^{n} x_{i}}{\sin \left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)} \leq \sqrt[n]{\frac{x_{1} x_{2} \ldots x_{n}}{\sin x_{1} \sin x_{2} \ldots \sin x_{n}}} \tag{2.4}
\end{equation*}
$$

where $n$ is a positive integer, and $x_{1}, x_{2}, \ldots, x_{n}$ are in $\left(0, \frac{\pi}{2}\right)$.
By using Jensen's inequality for the strictly convex function $f(x)=\ln x-\ln \sin x, x \in$ $(0, \pi)$ (Example 7) we get

$$
\begin{gathered}
\ln \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right)-\ln \sin \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right) \leq \sum_{i=1}^{n} \alpha_{i}\left(\ln x_{i}-\ln \sin x_{i}\right) \\
\ln \frac{\sum_{i=1}^{n} \alpha_{i} x_{i}}{\sin \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right)} \leq \sum_{i=1}^{n} \alpha_{i} \ln \frac{x_{i}}{\sin x_{i}}
\end{gathered}
$$

$$
\begin{aligned}
& \ln \frac{\sum_{i=1}^{n} \alpha_{i} x_{i}}{\sin \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right)} \leq \sum_{i=1}^{n} \ln \left(\frac{x_{i}}{\sin x_{i}}\right)^{\alpha_{i}}, \\
& \ln \frac{\sum_{i=1}^{n} \alpha_{i} x_{i}}{\sin \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right)} \leq \ln \prod_{i=1}^{n}\left(\frac{x_{i}}{\sin x_{i}}\right)^{\alpha_{i}} .
\end{aligned}
$$

Since $\ln x$ is an increasing function of $x$ with $x>0$ and $e>1$ then

$$
\frac{\sum_{i=1}^{n} \alpha_{i} x_{i}}{\sin \left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right)} \leq \prod_{i=1}^{n}\left(\frac{x_{i}}{\sin x_{i}}\right)^{\alpha_{i}}
$$

In the special case when $\alpha_{i}=\frac{1}{n}, i=1, \ldots, n$, we obtain the inequality (2.4).
5. Minkowski's Inequality 1896 (Hermann Minkowski 1864-1909) Prove the inequality

$$
\begin{equation*}
\left(\sum_{i=1}^{n}\left(\alpha_{i}+\beta_{i}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i=1}^{n} \alpha_{i}^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{n} \beta_{i}^{p}\right)^{\frac{1}{p}} \tag{2.5}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ are nonnegative real numbers, and $p$ is a positive integer (that is, $p \geq 1$ ).

Denote $\mathbf{x} \equiv\left(\alpha_{1}, \ldots, \alpha_{n}\right), \mathbf{y} \equiv\left(\beta_{1}, \ldots, \beta_{n}\right)$. Consider the function $f(\mathbf{x}) \equiv \sum_{i=1}^{n} \alpha_{i}^{p}$.
Our purpose is to prove that $f(\mathbf{x})$ is convex and homogeneous of degree $p$ on the nonnegative orthant in $\mathbb{R}^{n}$. Indeed,

$$
\begin{aligned}
f(t \mathbf{x}+(1-t) \mathbf{y}) & =\sum_{i=1}^{n}\left[t \alpha_{i}+(1-t) \beta_{i}\right]^{p}= \\
& =\sum_{i=1}^{n}\left\{\sum_{k=0}^{p}\binom{p}{k}\left(t \alpha_{i}\right)^{k}\left[(1-t) \beta_{i}\right]^{p-k}\right\} \equiv \\
& \equiv \sum_{i=1}^{n}\left\{(1-t)^{p} \beta_{i}^{p}+\sum_{k=1}^{p-1}\binom{p}{k}\left(t \alpha_{i}\right)^{k}\left[(1-t) \beta_{i}\right]^{p-k}+t^{p} \alpha_{i}^{p}\right\}< \\
& <\sum_{i=1}^{n}\left\{(1-t)^{p} \beta_{i}^{p}+t^{p} \alpha_{i}^{p}\right\} \leq \\
& \leq \sum_{i=1}^{n}\left\{(1-t) \beta_{i}^{p}+t \alpha_{i}^{p}\right\} \equiv(1-t) f(\mathbf{y})+t f(\mathbf{x}),
\end{aligned}
$$

where we have used that

$$
\sum_{k=1}^{p-1}\binom{p}{k}\left(t \alpha_{i}\right)^{p}\left[(1-t) \beta_{i}\right]^{p-k} \geq 0
$$

with nonnegative $\alpha_{i}, \beta_{i}, i=1, \ldots, n, t \in[0,1], p \geq 1$; and $(1-t)^{p} \leq 1-t, t^{p} \leq t$ with $t \in[0,1], p \geq 1$. Therefore, $f(x)$ is convex by definition.

Moreover

$$
f(\lambda \mathbf{x})=\sum_{i=1}^{n}\left(\lambda \alpha_{i}\right)^{p}=\lambda^{p} \sum_{i=1}^{n} \alpha_{i}^{p}=\lambda^{p} f(\mathbf{x}),
$$

$p$ is a positive integer. Therefore $f$ is homogeneous of degree $p$ according to Definition 2 . From Theorem 4 it follows that function $\left(\sum_{i=1}^{n} \alpha_{i}^{p}\right)^{\frac{1}{p}}$ is convex on $\mathbb{R}_{+}^{n}$. Hence

$$
\left[\sum_{i=1}^{n}\left(\frac{1}{2} \alpha_{i}+\frac{1}{2} \beta_{i}\right)^{p}\right]^{\frac{1}{p}} \leq \frac{1}{2}\left(\sum_{i=1}^{n} \alpha_{i}^{p}\right)^{\frac{1}{p}}+\frac{1}{2}\left(\sum_{i=1}^{n} \beta_{i}^{p}\right)^{\frac{1}{p}}
$$

according to Jensen's inequality.
Multiplying both sides by 2 , we obtain Minkowski's inequality (2.5).

## 3 Conclusions

Other inequalities can also be obtained by using the approach discussed in this paper. For example, Hölder's inequality (1889, Ludwig Otto Hölder 1859-1937)

$$
\sum_{i=1}^{n} a_{i} b_{i} \leq\left(\sum_{i=1}^{n} a_{i}^{p}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{n} b_{i}^{q}\right)^{\frac{1}{q}}
$$

where $a_{i}$ and $b_{i}, i=1, \ldots, n$ are nonnegative real numbers, $p>1, q>1, \frac{1}{p}+\frac{1}{q}=1$ can be obtained by using Jensen's inequality with the convex function $f(x)=x^{p}, x \geq 0, p>1$. In the special case when $p=q=2$, Hölder's inequality is known as Cauchy-Schwarz inequality (1821, Baron Augustin Louis Cauchy 1789-1857, Karl Hermann Amandus Schwarz 1843-1921).

## 4 Bibliographical Notes

Various aspects of inequalities are discussed in [1], [3], [5], [10].
Some inequalities and related topics are considered in [2], [4, Appendix B], etc.
Convex functions and convex sets, as well as their properties are studied in [6], [7], [8], [9].
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